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#### Abstract

We discuss silicon photonic switch fabric designs that target data-intensive computing networks, reviewing recent results, and projecting future performance goals. We analyze the achievements of demonstrated hardware in terms of switching time, footprint, crosstalk, and power consumption, concluding that the most crucial metric to improve upon is net loss. We propose integrating semiconductor optical amplifiers into the switch fabric using either flip-chip or wafer-bonding technology, and investigate its potential merits alongside several challenges in implementation. Furthermore, we explore the dominant causes of crosstalk, and discuss manners for reducing it. We perform switch simulations that project a 7 -dB reduction in crosstalk, when using a push-pull, rather than a single-ended phase shifter drive scheme. We also evaluate crosstalk effects on transmission performance using a full-link model that incorporates multiple crosstalk-accumulating photonic switch hops. The study demonstrates the degree to which crosstalk may degrade signal integrity after just a few occurrences. Finally, a comparison of four topologies highlights tradeoffs in physicallayer design and scheduling complexity, illustrating the scales that may be accomplished with the simplest topologies, and the device improvements required to achieve the more robust architectures.


Index Terms-Multiprocessor interconnection networks, optical switch, silicon photonics.

## I. Introduction

POINT-TO-POINT optical interconnects are widely deployed in the current generation of high-performance computers (HPC) targeted toward scientific applications, with some machines comprising hundreds of thousands of optical links [1], [2]. Their bandwidth, power, and reach advantages over electrical cabling have enabled record-setting super-computing performance [3]. To scale these systems from one generation to the next while keeping costs within reason, designers commonly maintain low byte-to-flop ratios and rely on ever-improving optical devices and link architectures with increased bandwidths

[^0]and decreased footprints and power consumptions per unit cost. As a result, HPC machines are often tuned to maximize floatingpoint performance on easily parallelizable workloads that do not require significant network throughput.

In contrast, the concept for a new class of machines is gaining recognition as a vital resource to a broad array of users spanning the fields of health informatics, cyber-security, marketing, finance, and national defense. These machines will be required to process massive volumes of data, often in real-time. Many dataintensive computing applications are geared toward exploring large unstructured data sets while requiring mostly lightweight computational operations. Therefore, they place a much bigger demand on computer communications systems by requiring the frequent and fast exchange of many short messages, on the order of 1 kB or less. In these systems, it will be imperative to employ optical technologies that offer more than copper cable replacement. Electronically controlled photonic switches provide the capability to avoid pin- and power-limited electronic switch chips and the costly optoelectronic and electro-optic (EO) conversions that accompany them. Re-architecting the system around this premise may afford significant improvements to the bandwidth and latency characteristics of the interconnection network [4]. For this to occur, technological advancements in optical switching hardware are essential.

Three-dimensional (3-D) micro-electro-mechanical systems (MEMS) provide a mature optical switching technology that has demonstrated unparalleled port counts and successful commercialization [5]. Although their millisecond-scale reconfiguration times restrict the set of applications to which they may offer significant performance enhancements, certain computing applications that are characterized by long-lived communication patterns can benefit greatly by running over networks with 3-D MEMS switches [6], [7]. Moreover, using hybrid networks that employ MEMS-based optical circuit switching in parallel with electrical packet switching has been shown to deliver performance gains in datacenter environments [8], [9]. However, for data-intensive applications the communication patterns associated with exploring random data sets typically yield short-lived flows, making MEMS an ill-suited choice for these applications.

Various optical switching technologies have also been reported demonstrating microsecond-scale reconfiguration times [10], [11]. Using switches like these, researchers have extended the hybrid network concept, allowing the optical circuit switches to handle more diverse workloads and exist closer to the end hosts-even within the top-of-rack switch boxes [12], [13]. Nevertheless, microsecond reconfiguration times are still prohibitive
for the short-lived flows that exist in data-intensive workloads. Considering data rates on the order of $400-\mathrm{Gb} /$ s per link ( 16 wavelength channels modulated at $25 \mathrm{~Gb} / \mathrm{s}$ ), typical packet durations could be less than 20 ns . Thus, if a switch is to operate at the packet granularity, reconfiguration times of a few nanoseconds or less are best. End-to-end reconfiguration times on the order of tens of nanoseconds could also be tolerated in multi-plane or multi-path networks or for applications that allow somewhat longer messages.

Certain planar photonic switching technologies have been shown to deliver high switch density and low power consumption with nanosecond-scale reconfiguration times. To date, research demonstrations have involved relatively low port counts, limited by high optical losses and crosstalk. In this article, we review recent photonic switch demonstrations and summarize our latest work. We provide insight into our approach for achieving scaled photonic switch hardware, discuss tradeoffs in design choices, and highlight areas that require improvement. Subsequently, we discuss concepts to break through the primary scaling limitations that currently impede the utility of photonic switch fabrics. Finally, we investigate which topologies lend themselves to photonic integration most appropriately, considering the loss- and crosstalk-limited design space. We conclude by offering an outlook for the future of photonic switching in computing systems.

## II. Nanosecond-Scale Planar Photonic Switch Fabrics

We are interested in technologies that can provide optical switching with reconfiguration times at the nanosecond scale and can be integrated in a planar high-density footprint. Some candidates include broadcast-and-select topologies based on III-V gate arrays [14]-[17], space/wavelength-selective crossconnects [18], and multi-stage topologies using interferometric switches with $\mathrm{LiNbO}_{3}$ phase shifters [19]. We focus our discussion, however, on switch fabrics implemented on a silicon substrate due to potential advantages in cost, power, or area. Furthermore, although we are interested in switching technologies with nanosecond-scale reconfiguration times, we cite some works demonstrated with thermo-optic phase shifters that operate at the microsecond scale or longer. We include them because they may be straight-forwardly redesigned to employ faster electronic switch actuators, albeit with some performance penalty.

There have recently been numerous reports of four-to-eight port switch fabrics that meet the above criteria [20]-[27], all of which employ either ring resonators (RRs) or Mach-Zehnder (MZ) interferometers as the basic switching elements. MZs provide broad, continuous spectral coverage with a simple design, making them well-suited to switch wavelength-division multiplexed (WDM) signals aggregately, regardless of channel spacing-even in systems with loose specifications for the alignment of the wavelength channels to the defined grid. RRs potentially operate at much lower power and area than MZs, and likewise may be used to route WDM messages if the resonator's free-spectral range equals the channel spacing [28]. Unfortunately, ensuring the wavelength alignment of these RRs typically requires control loops that complicate the design and add to the system's switching energy. Furthermore, achieving


Fig. 1. Schematic diagram and inset die image of a test site that demonstrated monolithically integrated CMOS-driven scaled photonic switch fabrics [30].
a flat-top filter response with low group-delay ripple is imperative for preserving high-speed signal integrity, and generally requires a more complex design involving higher-order filters that add insertion loss [29].

These reported switch fabrics have been arranged in various topologies, including cross-point switch matrices [20], [21], combinations of cross-point switch matrices [22], treemultiplexer switch matrices [23], Spanke-Beneš networks [24], and several custom topologies [25]-[27]. A comparison of the performance tradeoffs of a selection of topologies is saved for Section IV.

In our own work, we realized up to eight-port switch fabrics comprised of $2 \times 2 \mathrm{MZ}$ switching elements [30]. The demonstration was unique in that it was implemented with monolithically integrated digital CMOS logic and device drivers in IBM's 90 nm Silicon Integrated Nanophotonics Technology [31]. The electronics included standard logic cells forming a serial-to-parallel interface for addressing each MZ in the fabric attached to inverter-based drivers for directly driving the switch electrodes. The photonics, which were designed to work with the transverse-electric polarization, included passive directional couplers, waveguide crossings, resistive thermo-optic phase tuners, and EO phase modulators implemented using forward-biased p-i-n diodes. Fig. 1 shows a schematic with an inset die image of a test site including the $4 \times 4$ and $8 \times 8$ photonic switch fabrics. In our past work, the topology has not been our primary design focus but will gain importance now that the technology has been demonstrated. For the building blocks of these fabrics-the MZ switches-we have shown devices that deliver reconfiguration times below 5 ns , a footprint of about $0.02 \mathrm{~mm}^{2}$, power dissipation under 2 mW , and crosstalk less than -15 dB over more than 75 nm of spectral bandwidth [30]. In the following paragraphs, we discuss the achieved switching time, crosstalk, footprint, and power dissipation in the context of scaling toward fabrics with higher port counts.

## A. Reconfiguration Times

The reconfiguration times for our reported switch fabrics have consistently been below 10 ns [30]. Minimizing path setup time in circuit-switched networks with short-lived communication flows is a very important consideration, and reducing reconfiguration times to $\sim 1 \mathrm{~ns}$ would have a positive impact on


Fig. 2. Spectral response of a CMOS-driven broadband MZ $2 \times 2$ switching element, plotted for the four input/output port configurations $\left(T_{11}, T_{12}, T_{21}\right.$, and $T_{22}$ ) in both the ON and OFF states. The gray dash-dot line denotes the -15 dB crosstalk threshold. Results originally published in [30].
throughput and latency. Certainly, techniques have been reported that quicken the transitions, both at the device- and system-level [32], [33], but this is not the most critical performance improvement needed for switch hardware, as 10-ns reconfiguration times can deliver good network performance with appropriate message sizes and scheduling algorithms [4].

## B. Crosstalk

Fig. 2 displays the spectral characteristics of our $2 \times 2$ switching element [30]. In the figure, we use the notation $T_{i j}$ to refer to the configuration where light is injected on input port $i$ and collected from output port $j$. Eight curves are shown representing all four $T_{i j}$ configurations in both the ON and OFF states. Each of the crosstalk curves remains below -15 dB over a 75nm spectral bandwidth. At band center, near a wavelength of 1520 nm , the maximum crosstalk is -18 dB . The $2 \times 2$ switch lacks low-speed thermo-optic tuners, which were included in the larger fabrics to cancel phase errors that are generated by process imperfections. As a result, improvements in crosstalk can be expected in the $2 \times 2$ switch with the inclusion of phase tuners, ensuring the MZ can operate at its ideal bias point. Crosstalk can be further improved in devices operated under a push-pull drive scheme (discussed further in Section III-C). Overall, the level of crosstalk suppression demonstrated here is insufficient for achieving large-scale fabrics that maintain the required signal integrity. The values of crosstalk required of the switching elements are heavily design-dependent, but are discussed in more detail in Section III-C.

## C. Footprint

For the multiport fabrics, the area occupied by the interface logic and switch drivers was 0.007 and $0.015 \mathrm{~mm}^{2}$ per driver, respectively [30]. For example, a $16 \times 16$ fabric configured in a cross-point switch matrix would require 256 MZs . The total area of the photonics would be about $6.4 \mathrm{~mm}^{2}$ using the area for the $2 \times 2$ switch described above and adding $25 \%$ overhead for routing wires and waveguides. The driver footprint would
be under $4 \mathrm{~mm}^{2}$, even using the over-sized drivers reported in previous demonstrations [34].

If monolithic integration of the drivers and switch fabric is not available, the case will be quite different. Assuming two thermo-optic tuners and two (push-pull) diode phase shifters are employed in each MZ, about 1000 bias and control signals plus at least as many ground connections will be needed in order to operate the fabric. For each of these pads to be connected to an external driver chip using $150-\mu$ m-pitch flip-chip solder bumps, an area of about $45 \mathrm{~mm}^{2}$ will be required. This is not infeasible, but is substantially larger than the $10.4 \mathrm{~mm}^{2}$ required for the photonics and electronics alone. Consequently, the digital control interface that is made possible through monolithic integration becomes increasingly advantageous as the fabric's scale increases since pad-limited footprints counter otherwise compelling densities. For our example here, an area penalty of $\sim 4.5 \times$ is incurred when monolithic integration is not available. Furthermore, having logic very close to the switching devices may prove beneficial in implementing additional intelligence related to scheduling, controlling, or regulating the switch hardware.

## D. Power Consumption

The $4 \times 4$ switch shown in our previous demonstrations had a total electrical power under 50 mW , about three-fourths of which resulted from the thermo-optic phase tuners. If four WDM channels are injected into each port, this power overhead can be shared among the 16 independent bit streams which are passing through the fabric, resulting in almost negligible added power to even the most efficient silicon photonic links reported [35], [36]. Nevertheless, accounting for the power forfeited due to optical losses is altogether different. Assuming optimistically an insertion loss of 1.5 dB in each MZ switch with another 1.5 dB lost in each coupling facet, and neglecting all other losses, the fabric insertion loss would be only 6 dB . If the switch is inserted into a link with a laser operating with 5 mW of output power and $20 \%$ wall-plug efficiency, and the laser power is increased to compensate the switch losses, an additional 75 mW of power will have to be added to each link passing through the switch. As a result, insertion losses may be the most beneficial area upon which to improve.

## III. Improving Scalability

The degree to which photonic switch fabrics may be scaled to realize larger port counts or cascaded to achieve multiple network hops is limited chiefly by physical-layer impairments. This section addresses the limitations imposed by optical losses, the degradation imposed by amplification, and the inter-port crosstalk incurred in the switch elements. Other limitations resulting from amplifier and waveguide nonlinearities or dispersion may contribute as well but are not considered here.

## A. Limitations of Optical Loss

Fig. 3(a) depicts an analysis of an optical link margin for a 16 -channel WDM link passing through a future $16 \times 16$ photonic switch implemented with a simple butterfly network


Fig. 3. Optical link budgets for (a) a 16-port butterfly network topology (see Fig. 7) without amplification and (b) a 64-port Beneš network topology (see Fig. 7) with two stages of SOAs. Number lines above the diagram track the aggregated average optical power, while those below the diagram denote the optical losses of a component or a few components.
topology. Our assumptions about the insertion loss of the various components encountered in the link are forward-lookingespecially when accounting for the worst-case losses across the wavelength band, the switching states, and the manufacturing process tolerances. A MZ switch is assumed to incur 1.5 dB of loss, a waveguide crossing 0.1 dB , each waveguide/fiber transition 1.5 dB , and wavelength multiplexers and demultiplexers 1 dB . Moreover, the average optical power egressing from the modulator is taken to be 0 dBm , corresponding for instance to 2 mW of peak power with high extinction ratio. Even so, the link budget is impractical to close with $<-15 \mathrm{dBm}$ arriving at the photodetector. The most sensitive reported datacom-grade optical receivers at speeds of $25 \mathrm{~Gb} / \mathrm{s}$ and above have shown sensitivities $>-16.5 \mathrm{dBm}$ for bipolar circuit implementations [37] and $>-11 \mathrm{dBm}$ for low-power CMOS implementations [38]. This leaves at best $<1.5 \mathrm{~dB}$ of margin before including additional penalties due to crosstalk in the switch fabric, optical and electrical inter-channel WDM crosstalk, relative intensity noise (RIN), interferometric noise, and other effects.

The diminished power efficiencies associated with increasing laser output power to facilitate larger link budgets has previously been discussed. In addition, there can be consequences from waveguide nonlinearities and two-photon absorption when optical power levels are too high. Therefore, optical amplification is necessary for scaling or cascading switch fabrics to achieve a network size that is suitable for addressing relevant data-intensive problem sizes. Semiconductor optical amplifiers (SOAs) are a natural choice given their ability to be integrated at the chip level, preserving the density advantages of the photonic switches. Although the power consumption of an SOA is large compared to other elements within the switch fabric, it is not impractical because its power will be amortized over multiple wavelength channels. Typical power consumption for an uncooled SOA is below 1 W , and often significantly less.


Fig. 4. Diagrams of two packaging platforms. (a) Monolithic integration of electronic driver and photonic switch in CMOS platform with flip-chip integration of SOA. (b) Heterogeneous integration of photonic switch and SOA with flip-chip integration of electronic driver IC.

For a 16 -channel WDM link at speeds beyond $25 \mathrm{~Gb} / \mathrm{s}$, this corresponds to an added energy of less than $2.5 \mathrm{pJ} / \mathrm{b}$ per gain stage.

Fig. 3(b) depicts an analysis of an optical link margin for a 16-channel WDM optical link passing through a $64 \times 64$ photonic switch with integrated SOAs, implemented in a rearrangeably non-blocking Beneš network topology. Assuming 15-dB of net gain per SOA, two SOA stages provide more than enough amplification to compensate the optical losses. Given the wellknown output power and dynamic range limitations of SOAs, their placement within the fabric and the wavelength grid assignment are important considerations. These are not wholly addressed here since they depend on the specifications of the particular SOAs employed. Nevertheless, it is apparent that a fully integrated approach with the ability to insert SOAs into arbitrary locations within the fabric-rather than at the inputs or outputs only—will lead to a more optimized system. Therefore, developing a novel optical and electrical packaging scheme is an important task. Previously, SOAs have been successfully integrated into planar waveguide platforms with silica-on-silicon waveguides by using passively aligned flip-chip bonding [39]. A few researchers have demonstrated flip-chip attachment of SOAs to silicon photonic platforms as well, where the smaller mode size requires tighter alignment tolerances even in the presence of spot-size converters [40]-[42]. However, only [42] has demonstrated the ability to couple both input and output facets to silicon waveguides, and this was done using a $4-\mu \mathrm{m}$ thick silicon waveguide layer which is incompatible with traditional active silicon processing. Achieving the sub-micrometer alignment precision required to enable efficient optical coupling is a challenging task.

Fig. 4 highlights two plausible integration approaches. The first [see Fig. 4(a)] employs monolithic integration to combine the electronic drivers with the photonic switch elements, while using flip-chip integration to attach SOA arrays. This approach requires a photonics-enabled CMOS process-such as the one described in the previous section-that includes passive waveguides with enlarged mode-field diameter for efficient coupling to fibers and SOA devices. In this approach, the flip-chip integration is complicated by the alignment of the optical waveguides on the two surfaces. In addition to more stringent alignment tolerances, index-matching and facet preparation are essential
considerations for ensuring low coupling losses and reducing reflectivity. Here, even small reflections can introduce ripple in the gain spectrum or cause the SOA to act as a laser. Nevertheless, the benefits of monolithic electronic/photonic integration are many, and have already been discussed.

The second approach [see Fig. 4(b)] employs heterogeneous integration (e.g., wafer bonding [43]) to combine the photonic switch and optical amplifier functions, while using flip-chip integration to attach electronic drivers. Here, the flip-chip assembly is standard, not requiring sub-micrometer alignments or optical facet preparations. However, this approach requires the development of a silicon/III-V photonic platform with silicon p-n junction devices, which to the authors' knowledge has not been reported. This platform necessarily combines both silicon EO phase modulators and III-V optical amplifiers, while preferably offering similar performance to the bulk-optimized components. For highly-scaled fabrics, drawbacks in pin-limited density may be observed as well.

## B. Limitations of Amplification Noise

With optical amplification integrated into the switch fabric, the design point moves from loss limited to noise limited. With each SOA encountered, the signal is degraded by the SOA's noise figure as amplified spontaneous emission is added to the signal spectrum. Furthermore, in saturation the SOA's fast gain dynamics result in pattern-dependent effects that distort the shapes of the waveforms and introduce inter-channel crosstalk. Therefore, with every SOA hop the window of acceptable input power levels (dynamic range) shrinks. Furthermore, since the gain spectrum is not flat, the spectral power distribution becomes less uniform with each hop. Channels experiencing too much gain or too little may be pushed outside of the dynamic range at the next hop, thus effectively shrinking the bandwidth.

Despite these challenges, cascaded SOA studies have demonstrated successful multichannel multi-hop transmissions [44][46]. Sun et al. demonstrate the transmission of a 32-channel WDM signal through a cascade of three inline SOAs with a saturated gain of 15 dB per stage [44]. Here, two methods are employed to improve signal integrity in the saturated-gain regime. The first is the use of many WDM channels which on average provides a steadier aggregate optical power level within the SOA and reduces gain fluctuations. The second is the addition of a reservoir channel, encoded in an analog fashion to counter variations in transmitted optical power among the other WDM channels. Spiekman et al. demonstrate the transmission of an eight-channel WDM signal through a cascade of five inline SOAs with $12-14 \mathrm{~dB}$ of gain per stage [45]. Moreover, SOAs were used as the exclusive amplifier technology in the link, which included three booster SOAs in the transmitter and one preamplifier SOA in the receiver, totaling nine cascaded SOAs. The SOAs were operated in the unsaturated regime yielding low distortion and crosstalk. Even much larger numbers of cascaded SOAs have been demonstrated when gain per stage has been kept very low and input power precisely controlled [46]. SOAs with large saturation output power can also improve performance by increasing the dynamic range [47]. Certainly, the design of
links with cascades of SOAs must be carefully considered, but researchers have demonstrated that it is possible.

## C. Limitations of Crosstalk

Achieving acceptable crosstalk performance is another challenge for planar photonic switch fabrics, and must be addressed before large-scale implementations can be realized. Here, optical crosstalk is defined as the ratio of power present on the destructive port to that present on the constructive port of the MZ output coupler. There are two primary effects that contribute to crosstalk which we consider here: 1) phase errors and 2) power imbalance inside the MZ. Many factors can lead to one or both of these effects such as fabrication imprecisions, imperfect drive voltage, and temperature or wavelength sensitivity. Phase errors can be corrected during operation using thermooptic phase tuners, as were utilized in the previous scaled switch fabric demonstrations [30]. Power imbalance is however a significant concern when using free-carrier plasma dispersion effect devices [48]. The injection of free-carriers in p-i-n diodes enables the realization of power- and area-efficient phase shifters that achieve nanosecond-scale switching times, but the inherent optical loss that results from free-carrier absorption leads to crosstalk by creating a power imbalance between the two arms of the MZ. For a given phase shifter design, there is therefore a limit to the minimum achievable crosstalk.

Assuming input and output couplers with an exact 3-dB split ratio and a relative phase shift between the arms of exactly $\pi$, the optical crosstalk at the destructive port can be described as:

$$
\begin{equation*}
10 \log _{10}\left[\tanh \left(\frac{1}{4} \Gamma L \alpha\right)\right]^{2} \tag{1}
\end{equation*}
$$

with $\Gamma$ the optical confinement factor, $L$ the length of the phase shifter, and $\alpha$ the free carrier absorption losses, which can be calculated using Soref and Bennett's empirical formula expressed as a function of free carrier density [49]. Assuming a phase shifter with a length of $250 \mu \mathrm{~m}$ and an optical confinement factor of 0.7 at a wavelength of 1550 nm , the free-carrier density required to achieve a $\pi$ phase shift is $1.6 \times 10^{18} \mathrm{~cm}^{-3}$, and the resulting free-carrier absorption loss is $23 \mathrm{~cm}^{-1}$. This amount of imbalance generates about -20 dB of crosstalk.

In these calculations we assumed a simple structure consisting of a MZ with only one EO phase shifter. If we instead use a phase shifter in each arm and drive them in a push-pull manner, a phase shift of only $\pi / 2$ per arm is needed. The carrier density is relaxed, and the free carrier absorption is reduced. Using the same phase shifter, we find that the required carrier density is $7.0 \times 10^{17}$ $\mathrm{cm}^{-3}$, and the free-carrier absorption loss is $10 \mathrm{~cm}^{-1}$, which yields -27 dB of crosstalk.

Fig. 5 presents the simulated transmission spectra, comparing single-ended and push-pull drive. The spectra were obtained using the transfer matrix approach described in [50]. We investigate a switch that employs the same phase shifter described above and simple directional couplers with relatively narrow bandwidth optimized at a wavelength of 1550 nm . For each case, we plot the transmission of both outputs in the ON-state ( $\pi$ phase difference) and OFF-state (0 phase difference), the input


Fig. 5. Simulation of the transmission spectra of a $2 \times 2 \mathrm{MZ}$ switch under (a) single-ended and (b) push-pull drive. Insets show the MZ driving scheme.
port being fixed. In the following, we conform to the $T_{i j}$ notation described in Section II. The insets in Fig. 5 show single-ended and push-pull drive schematics. In Fig. 5(a), only one phase shifter is used and is modulated from 0 to $\pi$ (OFF to ON). In Fig. 5(b), the first arm's phase shifter is modulated from 0 to $\pi / 2$ while the second arm's is modulated from $\pi / 2$ to 0 . Pushpull drive requires a fixed extra path length of $\pi / 2$ in the first arm.

Concerning insertion losses, in the single-ended case the loss at band center of $T_{11}$ (ON) is 0.9 dB while $T_{12}$ (OFF) experiences no loss in our idealized scenario. When operating push-pull, this asymmetry disappears because there is always one phase shifter being operated. In that case, the insertion loss is 0.4 dB for both $T_{11}$ (ON) and $T_{12}$ (OFF).

Concerning crosstalk, we find at the center wavelength of the directional coupler ( 1550 nm ) the same crosstalk limits as calculated above. When moving away from the optimal wavelength of the directional coupler, the coupling coefficient decreases (to shorter wavelengths) or increases (to longer wavelengths), which is an additional mechanism generating power imbalance in the MZ. Thus, the limit of crosstalk is given in equation (1), while the bandwidth of the directional coupler establishes the spectral shape of the crosstalk curve for a given port configuration as shown in Fig. 5.

The existence of crosstalk in the switch has significant implications on scalability, since each MZ can add its crosstalk to the signal's noise. The crosstalk impacts both the amplitude margin (vertical eye opening) and timing margin (horizontal eye opening), and limits the ultimate scale that can be achieved. The wavelength dependence of the switch, as noted above, further aggravates the crosstalk effect so that scalability and utilized bandwidth are correlated for a given switch design.


Fig. 6. Statistical results plotting the horizontal eye width, measured in unit intervals (UI) and evaluated at a BER of $10^{-12}$, as a function of the number of first-order crosstalk stages encountered.

Using an analytical model for the simulated switch with pushpull drive, we conducted an analysis of the impact of crosstalk on the achievable switch size. We built a full link model which incorporates the switch model, using typical numbers for the transmitter optical modulation amplitude, receiver sensitivity, laser RIN, connector reflection, and loss. At the receiver output we calculated the horizontal eye opening at a bit error rate (BER) of $10^{-12}$. Other link parameters, like the wavelengths of the two interfering signals and the receiver bandwidth, also affect the magnitude of the crosstalk. Due to the random nature of the laser wavelengths of the signals propagating through the switch, and random phase at each first-order crosstalk stage, the simulation was repeated 1000 times to probe the possible parameter space. The link power budget was modeled at 13 dB with 5 dB of loss present in the link at various connectors and couplers.

Using boxplots (see Fig. 6), we show representative results illustrating the dependence of the horizontal eye opening on the number of first-order crosstalk stages encountered. We investigate the dependence only considering first-order crosstalk, ignoring all others. (A first-order crosstalk stage is one in which signals from two input ports simultaneously pass through to two output ports without contention [51].) The top and bottom solid lines (blue) in the box represent the 25th and 75th percentile of the data, and the line in the middle of the box (red) denotes the median. The data extends one and a half times the interquartile range. The whiskers (dashed lines) cover $\sim 99.3 \%$ of the data, while the crosses (red) outside the whiskers represent outliers, but are included for thoroughness.

These results indicate that the horizontal eye window significantly narrows after only the fourth first-order crosstalk stage, and some links will have closed eyes after only five hops. While the model relies on many estimated parameters (such as the distribution of the lasing wavelengths of interfering channels), we feel that they are all based on sound projections. Nevertheless, the results are intended to be qualitative-indicating that even just a few stages of crosstalk can significantly degrade the link. On the other hand, by selecting appropriate topologies, significantly sized fabrics can be realized with limited occurrences of first-order crosstalk.


Fig. 7. Schematics of four $4 \times 4$ switch topologies constructed from input/output ports $(\bigcirc), 2 \times 2$ switch elements $2(\square)$, and internal connections $(\rightarrow)$. The four topologies are: (a) butterfly network, (b) Beneš network, (c) cross-point switch matrix, and (d) tree-multiplexer switch matrix.

## IV. Fabric Topologies

In this section, we investigate the loss and crosstalk limitations within four fabric topologies. We consider the butterfly network, the Beneš network, a cross-point switch matrix, and a tree-multiplexer switch matrix (also called a switch-and-select topology [23]) for port counts scaling up to 128 ports. These four networks shown in Fig. 7 give a relevant slice of the design tradeoffs that exist between the physical-layer impairments and the routing and scheduling complexity. The butterfly achieves a given scale with a minimum number of switch hops, representing the best case possible from the physical layer. As a result, it provides no path diversity, thus suffering from internal blocking characteristics. The Beneš is rearrangeably non-blocking, while the cross-point and tree-multiplexer switch matrices are strictly non-blocking.

For our investigation, we are concerned with the optical losses incurred by switch elements and waveguide crossings. Optical coupling and propagation losses are approximately equal for all of the topologies at a given scale. Fig. 8(a) and (b) plots the maximum number of switch elements and waveguide crossings, respectively, encountered by a signal traversing these four networks. Note that the cross-point has zero waveguide crossings, and thus does not appear in Fig. 8(b). Borrowing the assumptions of optical losses from Section III-A, the 32-port cross-point switch would incur up to 95 dB of loss for the worst path and as little as 1.5 dB for the best path. This severe non-uniformity renders the topology impractical for photonic networks of more than a few ports. In the other three topologies all paths through the network undergo the same number of MZ hops, with just the variation in waveguide crossings encountered contributing to non-uniformity.

The tree-multiplexer switch, aside from being strictly nonblocking, has several favorable qualities. Firstly, it employs only $1 \times 2$ and $2 \times 1$ switching elements. Thus, crosstalk is reduced to only second- and higher-order effects. Even more, algorithms can be devised to limit the second-order crosstalk, as has been shown in a related topology: the dilated banyan [51]. Addition-


Fig. 8. Plots showing the number of (a) MZ hops and (b) waveguide crossings encountered in the worst-case path through the four representative topologies as a function of port count.
ally, the tree-multiplexer switch contains only a single additional MZ hop for a given scale compared to the Beneš network. Its most significant drawback, however, is its high crossing count. A signal propagating through a 32-port tree-multiplexer switch undergoes nearly one thousand waveguide crossings in the worst case, while encountering zero in the best case. Here, an ultralow loss and low crosstalk waveguide crossing solution (e.g., multi-planar waveguide routing [52]) is needed in order for the tree-multiplexer switch to be a practical choice.

The butterfly network and Beneš network provide the best scaling performance, and should be chosen if (1) a blocking or a rearrangeably non-blocking topology can be tolerated by the routing and scheduling controllers and (2) the crosstalk is sufficiently low for the required scale that link integrity may be maintained through the fabric. In general, more work will be needed. A hybrid topology that draws from two or more traditional architectures may find an acceptable compromise.

## V. Outlook

In this work we have reviewed switch fabrics that are capable of achieving nanosecond-scale reconfigurability, low electrical power consumption, and high integration density. To date, these fabrics have been restricted to low-port-count implementations, limited by the physical-layer constraints of loss and crosstalk. If silicon photonic switch fabrics are to make an impact in computer communications systems, it is likely that a first-insertion point would be in a highly interconnected midsize system with hundreds of nodes rather than in extreme-scale high-performance computing systems or datacenters with hundreds of thousands of nodes. Consequently, we have highlighted a target application of data-intensive computing, where the benefits of optical switching could potentially translate into computational performance gains, and where system sizes are not expected to soon reach extreme scales.

Nevertheless, exceeding the port counts of current implementations will certainly be required. We have outlined an approach to scale port counts using integrated optical amplification to overcome losses. Two manufacturing and packaging platforms are proposed as realistic choices for integrating arrays of SOAs with planar switch fabrics. Both approaches have drawbacks that require advancements in packaging technologies. New approaches to packaging or novel integration platforms may deliver improved performances beyond what is envisioned here.

We have further attempted to lay out the chief implementation challenges associated with delivering a scaled silicon photonic switch fabric consistent with the above-referenced packaging schemes. Amplification noise and crosstalk, as well as switch crosstalk, must be carefully controlled. In addition, reflections from various interfaces must be managed with high precision. However, with proper design we have shown a path toward reaching the desired goals. We have shown that this path hinges on device improvements as well as on novel topology designs that impact these physical layer constraints.

Apart from the issues described here, there are many other uncertainties as well. Most of the switches reported today work for a single polarization. A dual-polarization switch or a polarization-diverse implementation adds complexity, loss, and power consumption to any design, but will be required in robust implementations. Temperature tolerance, generally less of a concern with MZ switches than with RR switches, cannot be overlooked, especially if uncooled SOA operation is required for low-power solutions. Finally, nanosecond-reconfigurable switch fabrics are not beneficial if link retiming and retraining sequences take microseconds or longer to synchronize. Therefore, burst-mode receivers that operate over a large range of input power levels and have locking times similar to switch reconfiguration times are critical. If these and other challenges can be successfully resolved, photonic switch fabrics may provide a major performance enhancement to data-intensive computer communications systems.
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